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Abstract. We consider online algorithms to label the nodes of an XML tree which is subject to insertions and deletions of nodes. The labeling is done such that (1) each node is assigned a label immediately when it is inserted and this label remains unchanged, and (2) from a pair of labels alone, one can decide whether one node is an ancestor of the other. This problem arises in the context of XML databases that support queries on the structure of the documents as well as on the changes made to the documents over time. We consider here the length of the assigned labels. We prove lower bounds on the length of labels which satisfy these requirements and provide labeling algorithms that match these bounds (up to a constant factor). We also consider the same problem when “clues” that provide guarantees on possible future insertions are given together with newly inserted nodes. Such clues can be derived from the DTD/XML Schema or from statistics on similar XML trees. We present algorithms that use the clues to assign shorter labels. We also prove that the length of our labels is close to the minimum possible.
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1. Introduction. XML is the de facto standard for the exchange and publishing of data over the Internet [18, 2]. Documents obeying the XML standard can be viewed as trees, basically the parse tree of the document. XML database systems often give each item in the document (node in the tree) a unique logical identifier (called a label) and use those labels for an efficient processing of queries, in particular queries involving structural conditions or testing for changes in the document content.

Structural queries. Typical queries over XML documents amount to finding nodes with particular tags (e.g., book, author, price) having certain ancestor relationships between them (e.g., book nodes that are ancestors of qualifying author and price nodes) [7, 19, 20, 2]. XML query engines typically process such queries using an index structure, for instance a big hash table, whose entries are the tag names and words in the indexed documents [25, 23, 13]. To allow structural queries, each node in the XML trees is given a unique label, and every entry (tag name or word) in the hash table is associated with the list of identifiers of the documents containing it and for each such document the labels of the relevant nodes inside the document. The labels are designed such that given the labels of two nodes we can determine whether one node is an ancestor of the other. Thus structural queries can be answered using the index only, without access to the actual document. Node labels are used also in other types of XML index structures for similar purposes [21].

Querying changes. Users of XML data are often not only interested in querying the current values of documents but also in the changes in their content over time [25].
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For example, they may be interested to know the price of a particular book at some previous time or to ask for the list of new books recently introduced into a catalog. To support such queries, XML databases again attach a unique label to each node in the tree and use it to connect and trace the various versions of a particular item throughout time.

Since XML documents found on the Web do not have identifiers for the various items, the database needs to provide such identifiers. Until 2002 (when the preliminary version of this paper appeared in PODS'02 [8]), all the systems we are aware of used two distinct labeling schemes for the two tasks. An item was assigned one persistent label that does not change over time and is used to connect between versions and another structural label (which might change when the document is updated) that reflects the ancestor relationships and is used for indexing. Queries involving both structural and historical conditions had to use the two labeling schemes, thereby suffering a significant overhead. The reason for using two labeling schemes was that all the structural labeling schemes existing at the time were designed for a static setting—the full structure of the document had to be known before the labels were assigned. When the structure changes the labels change as well. Thus to trace a given element across several document versions, a mapping between its different structural labels was required. To understand this, note that all these labelings were variants of the following interval scheme: number the leaves from left to right, and label each node with a pair consisting of the numbers of its smallest and largest leaf descendants. An ancestor test then amounts to an interval containment test on the labels. Now, if the tree is updated and new leaves are added, the leaves need to be renumbered, and, consequently, the labels change.\(^1\)

The present work proposes a persistent structural labeling scheme, namely a labeling scheme where labels encode ancestor relationships but need not be changed when the document is updated. Before presenting our results we should note that the length of the assigned labels is an important criterion in the quality of any such labeling scheme. This length determines the size of the index structure that contains the labels and thereby the feasibility of keeping this index in main memory. Consequently it is important to (1) establish lower bounds on the length of the labels that any such scheme can produce and (2) design compact labeling that matches those bounds. We present in this paper such lower bounds and labeling schemes.

Following our work, there have been a variety of proposals for alternative labeling schemes with various properties (see section 11 for an overview). These labeling schemes are subject to the lower bounds we present here, and some can be combined with our algorithms to gain extra functionality. Observe that, depending on the physical representation used for the labels, labeling schemes may have different performance metrics: When fixed-size physical representation is used, the goal is to reduce the maximum length of a label. When variable-size representation is used, the sum of lengths of labels (or the average label length) needs to be reduced. In this paper we provide upper and lower bounds on the maximum label length. We believe that on many families of trees, and corresponding insertion sequences, the performance of our algorithms would be better than their worst-case upper bounds.

The updates that we want to support are insertions and deletions of subtrees to/from the tree. (Updates that move around existing subtrees cannot be supported with persistent labels since the existing ancestor relationships actually change.) Our

\(^1\)One may try to fix this by leaving some “gaps” between the numbers of leaves. But if one part of the document is heavily updated, we still may run out of available numbers and need relabeling.
abstraction of the problem is as follows. We consider a tree that is subject to insertions of nodes, such that when a node is inserted it must be a leaf (an insertion of a subtree can be modeled as a sequence of such insertions). When a node is inserted we have to assign it a label, and this label cannot be changed or replaced later on. Labels are assigned such that from the labels of two nodes one can determine if one is the ancestor of the other. We do not have an explicit delete operation in our abstract model since labels of deleted nodes cannot be reused. Deleted nodes still exist in some older versions, and a label should uniquely identify a node across all versions. For labeling purposes we might as well leave the deleted node in the tree and mark it with the version in which it ceased to exist. Thus the single tree in our abstraction represents the union of all versions in our previous discussion, and whenever we refer in the following to the size of the tree we actually count the number of nodes inserted into the tree over time, including ones that do not exist anymore in the most recent version.

Our results. We start by presenting a simple labeling scheme that uses $O(n)$-size labels, $n$ being the size of the tree, and prove a matching lower bound of $\Omega(n)$ on the maximum label length of any labeling scheme. In contrast, in the static case where the complete tree is given in advance, there are known labeling schemes that use only $O(\log n)$-size labels (e.g., the simple interval scheme described above uses $2\log(n)$ bits). Thus, these results show an exponential performance gap between static and dynamic labeling.

The above worst-case analysis assumes no knowledge or restrictions on the final structure of the tree. A glance back at the real-life problem shows, however, that estimates on the shape or size of the XML trees (or of some particular subtrees) are often available. We show that these restrictions facilitate tighter analysis and can be integrated in the labeling scheme to reduce label size.

The first issue that we consider is the depth and the width of the XML trees. By looking at thousands of XML files collected by a crawler over the Web [6] it was observed that the average depth of an XML file is low; i.e., the trees are balanced with relatively high degrees. We thus analyzed the length of the labels as a function of the depth $d$ of the tree and the maximal fan-out degree $\Delta$ of the nodes. We present a labeling algorithm that, even without knowing $d$ and $\Delta$ in advance, generates labels of length bounded by $O(d\log\Delta)$. We also prove a matching lower bound of $\Omega(d\log\Delta)$.

The second issue that we consider is estimates on the size and shape of a subtree that will emerge underneath a particular node. Such estimates are often available in practice and can be derived from the DTD/XML Schema of the XML file or from statistics of similar documents that obey the same DTD/Schema. We model this additional information by insertion sequences with clues. We then show that, even without any restriction on the actual depth or width of the trees, simple clues allow for much more efficient dynamic labelings. We define and analyze two types of clues. We first consider subtree clues, where with each inserted node $v$ we are given an estimate, within a constant factor, on the final number of descendants of $v$. For this model, we provide tight upper and lower bounds of $\Theta(\log^2 n)$ on the length of the labels. Thus, subtree clues allow for considerably more efficient labels, but they still do not match the performance of an offline labeling of the tree. The second type of clues, sibling clues, are more informative and also include an estimate on the number of descendants of the future siblings of $v$. For insertion sequences with sibling clues we establish matching upper and lower bounds of $\Theta(\log n)$ on the maximum length of the labels. Thus, asymptotically, insertion sequences with sibling clues can be labeled online as well as offline.
Finally, we also show how the above labeling algorithms can be extended to cope with wrong estimates, allowing persistent labeling even when the clue declarations turn out to underestimate the actual size of the final subtrees.

We start with preliminary definitions in section 2. In section 3 we analyze insertion sequences without clues and in sections 4–9 insertions with clues. Section 10 explains how to deal with wrong clues. We conclude in section 11 with related work. As mentioned above, a preliminary version of this paper appeared in [8]. The present paper provides a comprehensive description of the proposed algorithms, the complexity analysis, and the proofs.

2. Preliminaries. We start by defining some of the basic terms used in what follows.

A tree in this paper will always be a rooted unordered tree. We denote by \( p(v) \) the parent of a node \( v \). The number of children of a node \( v \) is the degree of \( v \). The degree of a tree \( T \) is the maximum degree of a node in \( T \). The depth of a tree is the number of edges on the longest path from the root to a leaf. The height of a node \( v \) is the length (in edges) of the longest path from \( v \) to one of its leaf descendants. We denote the root of a tree by \( r \). We denote by \( \log \) the logarithm to the base 2, and we denote by \( a \cdot b \) the concatenation of two strings \( a \) and \( b \).

A static structural labeling scheme is a pair, \( \langle P, L \rangle \), where \( P \) is a predicate over pairs of binary strings and \( L \) is a labeling function that given a tree \( T \) assigns a distinct binary string \( L(v) \) for each node \( v \in T \). The predicate \( P \) and the labeling function \( L \) are such that for every tree \( T \) and every two nodes \( v, u \in T \), \( P(L(v), L(u)) \) evaluates to TRUE if and only if \( v \) is an ancestor of \( u \).

A persistent structural labeling scheme is also a pair \( \langle P, L \rangle \), where \( P \), as before, is a predicate over pairs of strings. The labeling function \( L \), however, rather than getting as an input a full tree gets a sequence of insertions of nodes into an initially empty tree. The root is the first node to be inserted. Each subsequent insertion is of the form “insert node \( u \) as a child of node \( v \).” (So when \( u \) is inserted its parent \( v \) must already be in the tree.) The function \( L \) does not know the sequence of insertions in advance; it is in fact an algorithm that receives the insertions online. When we insert a node \( v \), \( L \) assigns to it a binary string \( L(v) \). This label cannot be changed subsequently. The labeling \( L \) and the predicate \( P \) are such that for every insertion sequence, and every two nodes \( v \) and \( u \) in the resulting tree, \( P(L(v), L(u)) \) evaluates to TRUE if and only if \( v \) is an ancestor of \( u \).

The labeling function \( L \) can be deterministic or randomized, and the scheme will be called deterministic/randomized, respectively.

Several static structural labeling schemes with short labels have been designed [1, 10]. These schemes have been analyzed both theoretically and experimentally. (See section 11 for further details.) In contrast our focus here is on the design of persistent structural labeling schemes. Unless stated otherwise, the term labeling scheme in what follows refers to a persistent structural one.

Two particular types of labels which we use in what follows are interval and prefix labels.

- An interval labeling comes equipped with some order relation \( \leq \) over binary strings. The label of a node \( v \) is interpreted as a pair of strings \( a_v \) and \( b_v \), and the predicate \( P \) is such that a node \( v \) is an ancestor of \( u \) if and only if \( a_v \leq a_u \leq b_u \leq b_v \). That is, the interval \([a_v, b_v]\) associated with \( v \) contains the interval \([a_u, b_u]\) associated with \( u \). The interval scheme described in the introduction is an example of a static interval labeling scheme—\( a_v \) and \( b_v \)
are interpreted as integers with ≤ being the standard order relation over integers.

• In a prefix labeling the predicate \( P \) is such that a node \( v \) is an ancestor of \( u \) if and only if \( L(v) \) is a prefix of \( L(u) \).

In the following sections we will see examples of these two types of schemes.

3. Insertions without clues. We start by considering arbitrary insertion sequences and suggest several simple labeling schemes for such sequences. We bound the lengths of the labels produced by these algorithms in terms of either the number of nodes in the resulting tree or in terms of the depth of the tree and/or the maximum degree of a node in the tree. We also show that these algorithms are optimal.

The schemes presented in this section are all prefix schemes. Analogous interval schemes can be developed using a technique presented in section 10. To understand the main principal guiding our prefix schemes, let us look first at the static case, when the full tree is given in advance. Static prefix schemes typically work as follows. They assign to the outgoing edges of each node a set of prefix-free binary strings, and then, starting from the root and going down, they define the label of each node to be the concatenation of its parent label and the string assigned to the edge leading to the node \([10]\). (The label of the root is the empty string.) Consider, for example, a node \( v \) with three children \( v_1, v_2, v_3 \). We can assign the strings 0, 10, and 11 to the three edges \((v, v_1), (v, v_2), \) and \((v, v_3)\), respectively. So the labels of \( v_1, v_2, \) and \( v_3 \) are \( L(v_1) = L(v) \cdot 0, L(v_2) = L(v) \cdot 10, \) and \( L(v_3) = L(v) \cdot 11 \). The problem with using this scheme in a dynamic setting is that if the tree changes, e.g., we add a new child \( v_4 \) to \( v \), there is no string that we can attach to the new edge \((v, v_4)\). This is because any string would have one of the strings 0, 10, and 11 as a prefix. The solution, which is the basis of all the persistent prefix schemes presented in the rest of this section, is to refrain from utilizing all possible prefixes. This way we make sure that we can extend the currently assigned strings to the edges outgoing from \( v \) to a larger prefix-free collection.

Consider the following simple prefix labeling scheme. We label the edge to the first child of a node \( v \) by 0, and the edge going to the second child by 10, and the edge to the third child by 110 (rather than 11 in the example above). So the label of the root is the empty string, and for any node \( v \) the first child of \( v \) is labeled with \( L(v) \cdot 0, \) the second child of \( v \) with \( L(v) \cdot 10, \) the third with \( L(v) \cdot 110, \) and the \( i \)th child with \( L(v) \cdot 1^{i-1}0 \).

It is easy to see that this is indeed a correct prefix scheme; namely, for all pairs of nodes \( v, u \), \( L(v) \) is a prefix of \( L(u) \) if and only if \( v \) is an ancestor of \( u \). Also, by induction it is easy to prove that the length of the maximum label is at most \( i - 1 \) after inserting \( i \) nodes including the root. So for any \( n \)-node tree the maximum label length is at most \( n - 1 \). This is without any need to know \( n \) in advance.

Interestingly, the following theorem shows that no labeling scheme (regardless of whether it is prefix based, is interval based, or uses any other labeling type) can achieve better bound on the label length.

**Theorem 3.1.** For every deterministic labeling scheme \( S = (P, L) \) there is an insertion sequence of length \( m \) such that \( S \) assigns a label of length at least \( m - 1 \) to some node in the sequence.

**Proof.** We recursively define the following family \( \mathcal{F}(n) \) of insertion sequences. The family \( \mathcal{F}(1) \) consists of one sequence of two insertions: a root and a child of

\[2\] A set of strings is **prefix-free** if no string in the set is a prefix of another.
the root. Assume we defined \( F(n-1) \). Let \( s \) be a sequence in \( F(n-1) \), and let \( r \) be the root of the tree that \( s \) generates. Note that the first insertion of \( s \) is of \( r \). We have two sequences \( s_1 \) and \( s_2 \) in \( F(n) \) corresponding to \( s \). Both \( s_1 \) and \( s_2 \) start with an insertion of a root \( r' \) and an insertion of a child \( w \) of \( r' \). Then \( s_1 \) continues with the insertions in \( s \) starting from the second insertion with \( w \) playing the role of \( r \) in \( s \). That is, a node inserted as a child of \( r \) in \( s \) is inserted as a child of \( w \) in \( s_1 \). The sequence \( s_2 \) continues with the insertions in \( s \) starting from the second insertion with \( r' \) playing the role of \( r \) in \( s \). That is, a node inserted as a child of \( r \) in \( s \) is inserted as a child of \( r' \) in \( s_2 \). We call the sequences \( \{ s_1 \mid s \in F(n-1) \} \) type 1 sequences and the sequences \( \{ s_2 \mid s \in F(n-1) \} \) type 2 sequences.

It is easy to prove by induction that the number of sequences in \( F(n) \) is \( 2^{n-1} \) and each sequence is of length \( n + 1 \).

We claim that the last insertion of each sequence in \( F(n) \) must get a different label by any correct labeling scheme. We prove this claim by induction. Assume that it is true for the sequences in \( F(n-1) \). Consider a labeling \( L \) of \( F(n) \). The restriction of \( L \) to sequences of type 1 induces a labeling of \( F(n-1) \). So for any two sequences \( s \) and \( s' \) in \( F(n) \) of type 1 the last node in \( s \) must get a label different from the label of the last node in \( s' \). Similar argument shows that for any two sequences \( s \) and \( s' \) of type 2 in \( F(n) \) the last node in \( s \) must get a label different from the label of the last node in \( s' \).

Let \( s_1 \) be a sequence of type 1, and let \( s_2 \) be a sequence of type 2. The second insertion both in \( s_1 \) and in \( s_2 \) is of the first child \( w \) of the root. Since at the point when \( w \) is inserted the algorithm cannot distinguish between \( s_1 \) and \( s_2 \), node \( w \) must get the same label both in \( s_1 \) and \( s_2 \). Let \( v \) be the last insertion of \( s_1 \), and let \( v' \) be the last insertion of \( s_2 \). For the labeling of \( s_1 \) to be correct the decoder seeing \( L(v) \) and \( L(w) \) should say that \( w \) is an ancestor of \( v \). For the labeling of \( s_2 \) to be correct the predicate, \( P \), upon seeing \( L(v') \) and \( L(w) \) should say that \( w \) and \( v' \) are unrelated. Therefore \( L(v) \neq L(v') \).

So every algorithm needs (1) \( 2^{n-1} \) distinct labels to use for the last node in each sequence of \( F(n) \), (2) a label for the root, and (3) if \( n > 1 \) a label for the child of the root. Therefore the label on the worst case consists of \( n \) bits. Since sequences in \( F(n) \) are of length \( n + 1 \) the lemma follows.

The proof above assumes no restrictions on the tree structure. In particular it relies on the fact that a node can have an arbitrary number of children. For XML files, the DTD may restrict the number of children, e.g., bounding it by some constant \( \Delta \). It turns out, however, that this does not change the situation asymptotically: we can still prove the following slightly weaker lower bound.

**Theorem 3.2.** For every deterministic labeling scheme \( S \) and every constant \( \Delta \), there is an \( n \)-node insertion sequence constructing a tree of maximum degree \( \Delta \) on which \( S \) assigns a label of length at least \( m \log_2(\alpha) - O(1) \), where \( \alpha \) is a root of \( 1 + x^2 + \cdots + x^{\Delta-1} = x^\Delta \).

**Proof.** Define the following family \( F(n) \) of insertion sequences. If \( n \leq \Delta \), then \( F(n) \) is defined as in the proof of Theorem 3.1. Otherwise the family \( F(n) \) consists of \( \Delta \) types of sequences. A sequence \( s' \) in \( F(n) \) of type \( i \), \( 1 \leq i \leq \Delta \), is obtained from a sequence \( s \) in \( F(n-i) \). Let \( r \) be the root of the tree produced by \( s \). The sequence \( s' \) starts with an insertion of a root \( r' \), followed by \( i \) insertions of nodes \( v_1, \ldots, v_i \), which are children of \( r' \). Finally we add to \( s' \) the insertions of \( s \), starting from the second, where each insertion in \( s \) of a child of \( r \) is modified to an insertion of a child of \( v_1 \).

An easy proof by induction shows that a sequence in \( F(n) \) is of length \( n + 1 \).
From the proof of Theorem 3.1 it follows that for \( n \leq \Delta \), \( |\mathcal{F}(n)| = 2^n \). For \( n > \Delta \) one can see that the number of sequences in \( \mathcal{F}(n) \) satisfies the recurrence

\[
|\mathcal{F}(n)| = |\mathcal{F}(n-1)| + \cdots + |\mathcal{F}(n-\Delta)|.
\]

Solution to this recurrence is a linear combination of the roots of the polynomial

\[
x^{\Delta} = x^{\Delta-1} + \cdots + 1.
\]

So it is asymptotically equal to \( c \alpha^n \), where \( \alpha \) is the largest root of the polynomial \( x^{\Delta} = x^{\Delta-1} + \cdots + 1 \).

An argument similar to the one in the proof of Theorem 3.1 shows that the last insertion in each sequence in \( \mathcal{F}(n) \) should have a different label. Indeed, this holds for sequences of the same type by induction. Let \( s_1 \) be a sequence of type \( i_1 \), and let \( s_2 \) be a sequence of type \( i_2 \), where \( i_1 < i_2 \). Let \( u_1 \) be the last node of \( s_1 \), and let \( u_2 \) be the last node of \( s_2 \). When \( u_1 \) is inserted we still do not know whether the sequence is going to be \( s_1 \) or \( s_2 \). Therefore it will have the same label in both sequences. Since \( u_1 \) is a descendant of \( u_1 \), but \( u_2 \) is not, the label of \( u_1 \) must be different from the label of \( u_2 \).

It follows that we need at least \( c \alpha^n \) different labels, and therefore some labels must be of length \( n \log_2(\alpha) - O(1) \) bits.

In particular the theorem shows that even if we restrict ourselves only to binary trees, still any deterministic labeling scheme will have some label of size \( \Omega(n) \) or, more precisely, of size at least \( 0.69n - O(1) \) (since \( \alpha \approx 0.69 \) for \( \Delta = 2 \)).

What happens if the depth of the tree is also restricted? By looking at thousands of XML files collected by a crawler over the Web [6] it was observed that the average depth of an XML file is low; i.e., the trees are balanced with relatively high degrees. We thus tried to find a better labeling scheme for such trees.

For \( i \geq 1 \) define a string \( s(i) \) such that

\[
s(1), s(2), s(3), \ldots = 0, 10, 1100, 1101, 1110, 11110000, \ldots
\]

Namely, to obtain \( s(i+1) \) we increment the binary number represented by \( s(i) \), and if the representation of \( s(i) \) consists of all ones, we also double its length by adding a sequence of zeros. It is straightforward to check that this collection of strings is prefix-free. For every node \( v \) we associate the string \( s(i) \) with the edge from \( v \) to its \( i \)th child.

The heuristics guiding this scheme is that the more children that a node already has, the more likely for it to get additional children. So rather than allocating for the new child the shortest possible available prefix-free string (as done in the first scheme presented at the beginning of this subsection), we give it a longer one instead. This investment is likely to pay off, as it will shorten the labels of forthcoming siblings. In the first scheme, for each new child, the length of the assigned prefix-free string grows by exactly one bit. In contrast, here the length may grow by several bits at once. But then it can stay the same for several future nodes (until it needs again to grow). The following lemma bounds the length of the labels obtained by this algorithm.

**Theorem 3.3.** The maximum length of a label using this scheme is at most

\[4d\log(\Delta),\]

where \( d \) is the depth of the tree and \( \Delta \) the maximum outdegree of a node.

**Proof.** Consider the length \( \ell \) of the bit string \( s(i) \). If we look at the second quarter of the \( \ell \) bits from the left, then every possible bit string in this quarter is used by some \( s(j) \), where \( j \leq i \). So we have that \( i \geq 2^{(\ell/4)} \) or \( \ell \leq 4\log(i) \). From this observation and the upper bound of \( \Delta \) on the outdegree we obtain that the length of the string associated with every edge is bounded by \( 4\log \Delta \). The lemma then follows from the upper bound on the depth of each node. \( \Box \)
Our algorithm works correctly even if \( \Delta \) and \( d \) are not known in advance. We can also show that the latter algorithm is optimal up to a constant factor. Indeed, a full tree of depth \( d \) and outdegree \( \Delta \) has more than \( \Delta^d \) nodes. Hence, just to be able to assign distinct labels to the nodes of such a tree, any labeling scheme will require labels of length \( \geq d \log_2 \Delta \).

**Can randomization help?** A randomized labeling scheme selects the label of an inserted node according to some probability distribution. The following theorem extends our lower bounds to randomized labeling schemes showing that randomization essentially cannot help.

**Theorem 3.4.** For any randomized labeling scheme there is an insertion sequence of length \( m \) for which the expected length of the maximum label is at least \( m - 3 \) bits. If the degree is bounded by \( \Delta \), then there is an insertion sequence for which the expected length of the maximum label is at least \( m \log_2(\alpha) - O(1) \), where \( \alpha \) is a root of \( 1 + x^2 + \cdots + x^{\Delta - 1} = x^\Delta \).

**Proof.** The first part follows by imposing a uniform distribution on the family \( F(n) \) of insertion sequences defined in the proof of Theorem 3.1. Recall that \( |F(n)| = 2^{n-1} \) and each sequence in \( F(n) \) is of length \( n + 1 \). Consider the expected length of the maximum label assigned by a deterministic algorithm labeling a sequence from this uniform distribution.

Since each sequence contains a distinct label and the number of labels of less than \( y \) bits is smaller than \( 2^{y+1} \), at most \( 2^{y+1} \) sequences can have a maximum label length smaller than \( y \) bits. It follows that the probability which we assign a label of length at least \( y \) is at least \( \frac{1}{2} - \left( \frac{1}{2} + \cdots + \frac{1}{2^{n-2}} \right) \geq n - 3 \).

The statement then follows by Yao’s principle [26], which says that the best performance of a randomized algorithm is equal to the performance of the best deterministic algorithm on any particular probability distribution.

The second part of the theorem follows by applying an argument similar to the family of sequences in the proof of Theorem 3.2.

**4. Labeling with a clue.** We have seen that for arbitrary trees any persistent labeling scheme would need labels of length \( \Omega(n) \) for some inputs. In contrast, simple static labeling schemes guarantee maximum label length of \( \Theta(\log n) \) on arbitrary trees (e.g., the interval scheme presented in the introduction has labels of length \( 2 \log(n) \)). To understand this exponential gap and find ways to avoid it, we consider in this section insertion sequences such that with each inserted node the algorithm gets a small amount of additional information, which we call a **clue**. Clues provided with the inserted nodes restrict the set of possible continuations of the sequence and thereby the set of possible final trees. The labeling algorithms we consider here obtain as input a list of insertions; each insertion of a node \( v \) specifies a parent node under which \( v \) should be inserted and an accompanying clue.

We consider two types of clues. The first, which we call **subtree clue**, consists of an estimate, up to a constant factor, of the number of future descendants of the inserted node. The second, which we call **sibling clues**, consists of the subtree clue together with an additional estimate of the number of descendants of future siblings of the inserted node.
The precise definition of the subtree clues is as follows. Each inserted node \( v \) is provided with a range \([\ell(v), h(v)]\). We consider ranges such that for all \( v \), \( h(v) \leq \rho \ell(v) \) for some fixed \( \rho \geq 1 \). We call such ranges \( \rho \)-tight. The range is interpreted as a declaration that the final subtree rooted at \( v \) (including \( v \) itself) would contain at least \( \ell(v) \) and at most \( h(v) \) nodes. To simplify the presentation we do not require that \( \ell(v) \) and \( h(v) \) would be integers. The range \([\ell(v), h(v)]\) is equivalent to \([\lfloor \ell(v) \rfloor, \lceil h(v) \rceil] \). Notice that if \( \rho = 1 \), then \( \ell(v) = h(v) \) is the exact size of the subtree which is rooted by \( v \) at the end of the insertion sequence.

The second, and stronger, type of clues that we consider are sibling clues. With each inserted node \( v \), we obtain two \( \rho \)-tight ranges. The first range \([\ell(v), h(v)]\) is a subtree clue which estimates to within a factor of \( \rho \), the final size of the subtree rooted at \( v \). The second range \([\widehat{\ell}(v), \widehat{h}(v)]\) estimates, within a factor of \( \rho \), the sum of the sizes of all subtrees rooted at future (not yet inserted) siblings of \( v \). Again we allow \( \widehat{\ell}(v) \) and \( \widehat{h}(v) \) to not be integers.

Clues given to different nodes are related to each other and may even be inconsistent. For example consider an insertion sequence that starts with an insertion of a root, \( r \), with a subtree clue of \([3, 6]\) and continues with an insertion of a child \( v \) of \( r \) with a subtree clue of \([4, 8]\). These clues are inconsistent in the sense that there are points in the range of \( v \) that cannot be realized because, if they do, we violate the subtree clue of \( r \). Specifically, node \( v \) cannot root a subtree with 8 nodes, as if that would be the case, then node \( r \) roots a subtree with at least 9 nodes, whereas the clue of \( r \) constrained the size of its subtree to be at most 6.

We define the subtree clues to be consistent if for every node \( v \), when \( v \) is inserted, every point in its clue can be realized by some continuation of the sequence without violating any clue of a previously inserted node. For example if we start with a root \( r \) with a clue of \([3, 6]\) and then insert a child \( v \) of \( r \), then \( h(v) \) must be at most 5 since otherwise we will have a point in the clue of \( v \) that cannot be realized. However, the clue of \( v \) can be \([4, 5]\), although that makes the point 3 in the clue of \( r \) impossible to realize without violating the clue of \( v \). Our definition of consistency requires only that any point in the range of the currently inserted node can be realized. In general as we insert nodes their clues would restrict further and further the possible ranges of previously inserted nodes.

4.1. Maintaining current ranges. As we observed, the insertion of a node \( v \) with a clue not only restricts the size of the subtree that is rooted by \( v \) in the final tree but also may tighten the constraint on the size of the subtrees rooted by other, already inserted, nodes. As another example assume we insert the root \( r \) with a subtree clue of \([3, 6]\). Then we insert a child, \( v_1 \), of \( r \) with a clue of \([2, 4]\) and subsequently a second child, \( v_2 \), of \( r \) with a clue of \([2, 3]\). At this point we already know that the tree must be of size at least 5. So the possible range of \( r \) narrows down to \([5, 6]\). Furthermore when \( v_2 \) is inserted its clue restricts the range of \( v_1 \) to \([2, 3]\). The reason is that if \( v_1 \) has 4 children, then \( v_2 \) could not have at least 2, as together with \( r \) that would make the total size of the tree 7, contradicting the clue of \( r \).

Our labeling algorithms require some consistency among the labels of different nodes. However, since insisting that input clues be consistent may be too restrictive, one may think of allowing arbitrary clues, at the expense of giving the labeling algorithm the ability to truncate the incoming clue to the largest consistent subtree clue possible. In this section we discuss this second approach and its overhead.

For each node \( v \) already inserted we define two ranges, each of which is contained in its original subtree clue. The current subtree range of \( v \), denoted by \([\ell^*(v), h^*(v)]\),
is defined such that \( \ell^*(v) \) is the smallest size of a subtree rooted by \( v \) after any legal continuation of the insertion sequence, and \( h^*(v) \) is the largest size of such subtree.

The current future range of \( v \), denoted by \([\ell^f(v), h^f(v)]\), is defined such that \( \ell^f(v) \) is the smallest number of descendants of future children of \( v \) after any legal continuation of the insertion sequence, and \( h^f(v) \) is the largest possible number of such nodes. (By future children of \( v \) we mean children of \( v \) that were not yet inserted.) Note that in contrast with the clue of \( v \), these ranges associated with \( v \) are dynamic and narrow down as new nodes are inserted into the tree. It is not hard to see that indeed the set of all possible integers \( k \) such that there is a consistent continuation of the sequence, where \( k \) is the size of the subtree rooted by \( v \) at the end, forms an interval. Similarly, integers \( k \) such that there is a continuation, where \( k \) is the number of descendants of future children of \( v \) at the end, form an interval.

We can now define more precisely when an insertion is consistent. Say we insert a node \( v \), with parent \( p(v) \), and a subtree clue \([\ell(v), h(v)]\). Let \([\ell^f(p(v)), h^f(p(v))]\) be the current future range of \( p(v) \) before the insertion of \( v \). The subtree clue is consistent if and only if \( h(v) \leq h^f(p(v)) \).

With sibling clues the definition of consistency is somewhat more involved. We require that each point in the subtree range of the clue and each point in the sibling range of the clue can be realized by some continuation of the sequence without violating any clue of a previously inserted node.

Say we insert a node \( v \), with a sibling clue that consists of a subtree range \([\ell(v), h(v)]\) and a sibling range \([\ell(v), \overline{h}(v)]\). Let \([\ell^f(p(v)), h^f(p(v))]\) be the current future range of \( p(v) \) before the insertion of \( v \). Clearly we must have that \( h(v) \leq h^f(p(v)) - \overline{\ell}(v) \), as otherwise it is not possible to insert both \( h(v) \) descendants of \( v \) and at least \( \ell(v) \) descendants of future siblings of \( v \) which are also descendants of future children of \( p(v) \). Similarly, we must have that \( \overline{h}(v) \leq h^f(p(v)) - \overline{\ell}(v) \). We must also have that \( \ell(v) + \overline{h}(v) \geq \ell^f(p(v)) \) and that \( \overline{\ell}(v) + h(v) \geq \ell^f(p(v)) \).

It follows that if we know the current future range of \( p(v) \) when \( v \) is inserted and the clue of \( v \) is inconsistent, then we can truncate it as follows. If the clue is a subtree clue, all we have to do is to set \( h(v) := \min\{h(v), h^f(p(v))\} \). If \( \ell(v) > h(v) \) after resetting \( h(v) \), then there is no way we can truncate the clue to be consistent. Similarly, if the clue is a sibling clue, we set \( h(v) = \min\{h(v), h^f(p(v)) - \overline{\ell}(v)\} \), and \( \overline{h}(v) = \min\{\overline{h}(v), h^f(p(v)) - \ell(v)\} \). If afterwards \( \ell(v) > h(v) \) or \( \overline{\ell}(v) > \overline{h}(v) \), there is no way we can truncate the sibling clue to be consistent.

The following lemma suggests how to compute the current subtree range and the current future range of every node for an insertion sequence with subtree clues. The proof is rather straightforward and thus omitted.

**Lemma 4.1.** The lower bound of the current subtree range of every node \( v \) can be computed while traversing the tree bottom up using the following recursion:

\[
(4.1) \quad \ell^*(v) = \max \left\{ \ell(v), 1 + \sum_{u \mid p(u) = v} \ell^*(u) \right\}.
\]

The upper bound of \( v \)'s current subtree range can be recursively computed (top down) as follows.

For the root node \( r \), \( h^*(r) = h(r) \). For a node \( v \) with parent \( p(v) \),

\[
(4.2) \quad h^*(v) = \min \left\{ h(v), h^*(p(v)) - 1 - \sum_{u \mid u \neq v \land p(u) = p(v)} \ell^*(u) \right\}.
\]
The lower and upper bounds of the current future range of \( v \) can be computed as follows:

\[
\ell^f(v) = \max \left\{ 0, \ell^s(v) - 1 - \sum_{u \mid p(u) = v} h^s(u) \right\},
\]

\[
h^f(v) = h^s(v) - 1 - \sum_{u \mid p(u) = v} \ell^s(u).
\]

This lemma also shows how to update the current subtree range and the current future range of every node as new nodes are inserted. When the root is inserted we have \( \ell^s(r) = \ell(r) \), \( h^s(r) = h(r) \), \( \ell^f(r) = \ell(r) - 1 \), and \( h^f(r) = h(r) - 1 \). Assume we insert a node \( u \) with \( p(u) = v \), with a consistent subtree clue, that is \( h(u) \leq h^f(v) \). Then \( \ell^s(u) = \ell(u) \) and \( h^s(u) = h(u) \). The current future range of the new node \( u \) is \( \ell^f(u) = \ell(u) - 1 \) and \( h^f(u) = h(u) - 1 \). The insertion of \( u \) may change the lower bound of the current subtree range \( \ell^s(v) \) for every ancestor \( v \) of \( u \). Siblings of any such ancestor that changes its \( \ell^s(v) \) and their descendants may change their upper bounds \( h^s(v) \). For each node whose current subtree range changes we recalculate its current future range and the current future range of its parent.

One can also devise a similar, and somewhat more evolved, algorithm to maintain current ranges for sibling clues.

We had seen that precise tracking of current ranges may necessitate updates throughout the tree as a result of a single insertion. Therefore if incoming clues are not guaranteed to be consistent, it may be quite expensive for the labeling algorithm to truncate them.

Fortunately, to establish worst-case bounds on the length of the labels produced by our algorithms it is enough for the clues to be only partially consistent. To define when a sequence is partially consistent we first define an upper bound on \( h^f(v) \). For sibling clues we define \( h^f(v) = h(v) - (\sum_{u \mid p(u) = v} \ell(u)) - 1 \), where the sum is over all children of \( v \) already inserted into the tree. We say that an insertion sequence with subtree clues is partially consistent if when we insert a node \( w \), \( h(w) \leq h^f(p(w)) \), where \( h^f(p(w)) \) is calculated before \( w \) is inserted into the tree, i.e., without counting \( w \) as a child of \( p(w) \).

For sibling clues we define the bound \( h^f(v) \) to be \( \overline{h}(u) \), where \( u \) is the last child of \( v \) which we inserted, or \( h(v) - 1 \) if \( v \) has no children yet. A sequence of insertions with sibling clues is partially consistent if when we insert a node \( v \) with subtree range \([\ell(v), h(v)]\) and sibling range \([\overline{\ell}(v), \overline{h}(v)]\), then \( h(v) \leq h^f(v) - \overline{\ell}(v) \), and \( \overline{h}(v) \leq h^f(v) - \ell(u) \).

If clues arrive with no guarantee on consistency, then it is not hard to truncate them (if possible) to be partially consistent. All we need to do is to maintain for every node \( v \) the upper bound \( h^f(v) \). When a new child, \( w \), of \( v \) is inserted we set \( h(w) = \min\{h(w), h^f(v)\} \) and update \( h^f(v) := h^f(v) - \ell(w) \). Similarly, if we maintain \( h^f(v) \), for every node \( v \), we can truncate the sibling clue that arrived with a node \( w \) and then set \( h^f(p(w)) = \overline{h}(w) \).

In the rest of this paper we assume that clues are at least partially consistent.

**Example.** Consider an insertion sequence with subtree clues, and let \( \rho = 2 \). Assume that we first insert a root \( r \) with a subtree range of \([5, 10]\). Then we insert a child \( v \) of \( r \) with a subtree range of \([4, 8]\). At this point the current future range of \( r \) is \([\ell^f(r), h^f(r)] = [0, 5]\). Also the bound \( h^f(r) \) which in general may be larger than \( h^f(r) \) equals 5 in this case. This future range indicates that if case \( r \) would have
children other than \( v \), then these children would not have more than 5 descendants altogether. Indeed, if these future children of \( r \) have more than 5 descendants, then together with the 4 children that \( v \) must have, and \( r \) itself, we contradict the upper bound of the subtree range of \( r \). Now assume a child of \( u \) of \( v \) is inserted with a subtree range of \([5, 7]\); then the current subtree range of \( v \) becomes \([6, 8]\), and therefore the future range of \( r \) goes down to \([0, 3]\). The upper bound \( h^f(r) \), however, remains 5.

Note that, with subtree clues, the current future range is not necessarily \( \rho \)-tight (e.g., it can be \([0, 5]\)). Sibling clues will restrict this range so that the gap between the lower and upper bounds is at most a factor of two. Thus, the current future range of \( r \) after the insertion of \( v \) will be contained in one of the following intervals \([0, 2]\), \([2, 4]\), or \([3, 5]\). As soon will become evident, this seemingly small difference is what makes much more efficient labeling possible for sibling clues.

The example also illustrates why we cannot simply take the upper bound of the root subtree range (10 in the example) also as the bound on the required number of labels (and hence possibly infer a bound on the length of the labels). To be ready for all possible completions of the tree, we must have at least 8 available labels for the subtree of \( v \) and 5 more for the potential future children of \( r \) after the insertion of \( v \) and their descendants. This, together with the label of the root itself, implies that the domain of labels must contain at least 14 labels.

5. Lower bound for subtree clues. We first establish a lower bound on the length of the maximum label of any labeling algorithm with subtree clues.

**Theorem 5.1.** Let \( A \) be a labeling algorithm with \( \rho \)-tight subtree clues, where \( \rho > 1 \). There is an infinite family of insertion sequences on which the length of the maximum label assigned by \( A \) is \( \Omega(\log^2(n)) \) bits, where \( n = h(r) \) is the upper bound on the subtree clue of the root, and thereby proportional to the length of the sequence.

**Proof.** For every \( n \) (not necessarily an integer) we define a family of sequences, \( \mathcal{F}(n) \), as follows. Let \( T = \max\{4\rho, \frac{1}{\rho} \} \). If \( n \leq T \), then \( \mathcal{F}(n) \) consists of a single sequence of a single node with subtree clue \([1, \rho]\). For \( n > T \) we define \( \mathcal{F}(n) \) as follows. Let \( k \) be an integer such that \( \frac{4\rho}{\rho^2} < k \leq \frac{1}{\rho^2} \).

Each sequence in \( \mathcal{F}(n) \) starts with \( k \) insertions of nodes \( v_0, \ldots, v_{k-1} \), where \( v_0 \) is the root and \( v_{i+1} \) is a child of \( v_i \) for every \( 0 \leq i < k \). For \( 0 \leq i < k \) the subtree clue of \( v_i \) is \([\frac{n}{\rho} - i\rho, n - i\rho + 1]\). See Figure 5.1.

After we insert \( v_0, \ldots, v_{k-1} \) the current future range of \( v_i \), for \( 0 \leq i < k - 1 \), is \([0, n - i\rho - \left(\frac{n}{\rho} - (i + 1)\right) - 1]\). Since, among the \( n - i\rho \) descendants that \( v_i \) can contain according to its subtree clue, \([\frac{n}{\rho} - (i + 1)]\) must be descendants of \( v_{i+1} \) and we also have to exclude \( v_i \) itself. Clearly, since \( k \leq \frac{n}{\rho^2} \), we obtain that for every \( 0 \leq i < k - 1 \) the current future range of \( v_i \) contains the interval \([0, \frac{n}{\rho^2} - \frac{1}{2} - 1]\).

The current future range of \( v_{k-1} \) is \([0, n - (k - 1)\rho - 1]\), which contains the range \([0, \frac{n}{\rho^2} - \frac{1}{2} - 1]\). Also note that since \( n > \frac{4\rho}{\rho^3} \) we have that \([0, \frac{n}{\rho^2} - \frac{1}{2} - 1]\) and \([0, \frac{n}{\rho^2} + \frac{1}{2}]\).

Now consider the sequences in \( \mathcal{F}(\frac{n}{\rho^2} - \frac{1}{2}) \). For each sequence \( s \) in \( \mathcal{F}(\frac{n}{\rho^2} - \frac{1}{2}) \) and \( i \leq k - 1 \) we obtain a sequence in \( \mathcal{F}(n) \) that starts with \( v_0, \ldots, v_{k-1} \) and continues as \( s \), where the first vertex in \( s \) is inserted as a child of \( v_i \).

Consider a deterministic algorithm \( A \) and the labels it assigns to the nodes of the insertion sequences of \( \mathcal{F}(n) \). Let \( s \) and \( s' \) be two insertion sequences in \( \mathcal{F}(n) \) with a common prefix \( p \). (Note that every two insertion sequences in \( \mathcal{F}(n) \) have a nonempty common prefix.) Since the algorithm is deterministic, insertions in \( p \) must get identical labels in \( s \) and in \( s' \). We claim, however, that for every insertion \( x \in s \setminus p \) and insertion \( y \in s' \setminus p \) the label of \( x \) must be different from the label of \( y \).
Fig. 5.1. The beginning of an insertion sequence in $F(n)$. We insert a path of $k$ node $v_0, \ldots, v_{k-1}$. The subtree clue of each node is depicted to the left of the node. The current future range of a node is depicted at the end of the dashed edge emanating from it.

To establish this claim note that by the definition of $F(n)$ there are two different insertions $u$ and $u'$ in $p$ such that $u'$ is a descendant of $u$, and either (1) $x$ is a descendant of $u$, $y$ is a descendant of $u'$, and $x$ is not a descendant of $u'$, or, symmetrically, (2) $y$ is a descendant of $u$, $x$ is a descendant of $u'$, and $y$ is not a descendant of $u'$. We assume that (1) occurs; if case (2) occurs, the argument is symmetric. If $x$ and $y$ get the same label, then either we report that $y$ is not a descendant of $u'$ in $s'$, or we report that $x$ is a descendant of $u'$ in $s$. In either case this contradicts the correctness of the labeling algorithm.

It follows from our discussion that a deterministic algorithm assigns a different label to the last node of each sequence of $F(n)$ so we can establish a lower bound by calculating the cardinality of $F(n)$. Let $f(n) = |F(n)|$, and note that $f(n) \geq f(m)$ if $n \geq m$. (This could be easily established by induction.) Then,

$$f(n) \geq \left( \frac{n}{4\rho} \right) f \left( \frac{n}{4} \left( \frac{\rho - 1}{\rho} \right) \right)$$

$$\geq \frac{n}{4\rho} \frac{\rho - 1}{4\rho} \frac{(\frac{\rho - 1}{4\rho})^2}{4\rho} .$$

So we conclude that

$$f(n) \geq \left( \frac{n}{4\rho} \right) ^{\Omega(\log(n))/\log(4\rho/(\rho - 1))} .$$

By taking logarithms we obtain the lemma for deterministic algorithms. To obtain the lower bound for randomized algorithms we impose a uniform distribution
on $F(n)$. By the discussion above the expected maximum label length of any deterministic algorithm on this distribution is $\Omega(\log^2 n)$, so by using Yao’s lemma the proof follows.

For sibling clues we cannot prove a superlogarithmic lower bound on the maximum label length. A logarithmic lower bound follows from the fact that labels should be unique.

Next we define integer marking of a tree. Integer marking will come in handy to design labeling algorithms that use the clues.

6. Integer marking and labeling schemes. An integer marking algorithm assigns to each node $v$ when it is inserted into the tree an integer $N(v) \geq 1$ such that, at the end of the insertion sequence, for every node $v$

\begin{equation}
N(v) \geq 1 + \Sigma_{u|v=p(u)} N(u).
\end{equation}

Given a labeling algorithm $A$ we can derive from $A$ an integer marking algorithm $A_m$ as follows. Let $v$ be the node which we currently insert, and let $B(v)$ be the set of different labels that $A$ assigns to a descendant of $v$ (not necessarily proper) in any possible continuation of the insertion sequence. The integer which $A_m$ associates with $v$ is $|B(v)|$. Note that the set $B(v)$ is not only a function of the node $v$ and its clue, but it also may depend on the prefix of the insertion sequence (and its associated clues) up to the insertion of $v$.

Let $u_1, u_2, \ldots, u_k$ be the children of $v$ in the tree obtained at the end of the insertion sequence. Since $A$ is a correct labeling algorithm we obtain that $B(u_i) \cap B(u_j) = \emptyset$. Furthermore, by the definition of the sets $B(w)$ we have that for all $i, B(u_i) \subset B(v)$, and by the correctness of $A$, the label of $v$ is contained in $B(v)$ but is not contained in any of the $B(u_i)$’s. Therefore the marking of $A_m$ indeed satisfies (6.1) as required.

**Lemma 6.1.** If there is a labeling algorithm that uses at most $f(n)$ bits to label a sequence of length $n$ then there is an integer marking algorithm that marks the sequence such that $N(r) = 2f(n)$.

Our main use of integer markings, however, will be the “converse” of Lemma 6.1. That is a way to derive a labeling algorithm from an integer marking algorithm.

Given an integer marking algorithm we first show how to derive an interval labeling algorithm from it. The length of the labels produced by this interval labeling algorithm is at most $2[\log N(r)]$. Then we also show how to derive a prefix labeling algorithm from the interval marking algorithm. The length of the labels produced by the prefix labeling algorithm is at most $\log N(r) + d$, where $d$ is the depth of the final tree.

**Interval scheme.** For each node $v$, with assigned range label $[r_1(v), r_2(v)]$ we maintain an integer $s(v)$ such that the subrange $[r_1(v), s(v) - 1]$ is already used by descendants of $v$, and the subrange $[s(v), r_2(v)]$ is still free for future children of $v$ and their descendants. The root $r$ is labeled by the interval $[1, N(root)]$, and we set $s(r) = 1$. When a node $u$ is inserted and assigned an integer $N(u)$ by the marking algorithm, we label it with the interval $[s(p(v)), s(p(v)) + N(v) - 1]$, we set $s(p(v)) := s(p(v)) + N(v)$, and $s(u) = s(p(v))$. It is easy to check that since the marking algorithm satisfies (6.1) our labeling algorithm indeed produces correct intervals; i.e., the interval of every node $u$ is properly contained in the interval of its parent.

**Prefix scheme.** The root is labeled by the empty string. When the $i$th child, $u_i$, of a node $v$ is inserted, it is labeled by the label of $v$ concatenated with a string
s_i, such that (i) s_1, ..., s_i are prefix-free, and (ii) |s_i| = ⌈log(N(v)/N(u_i))⌉. It is easy to see that this gives us a prefix labeling such that the length of the longest label is bounded by log(N(root)) + d. It remains to show how to decide on a string s_i when u_i is inserted.

Consider the fractions f_i = N(u_i)/N(v). Note that f_i is known when u_i is inserted. Let f'_i = 1/2^j, where j is the minimum such that f'_i ≤ f_i, i.e., j = ⌈log(N(v)/N(u_i))⌉. Let D be the minimum such that 2^D ≥ N(v). Clearly f'_i ≥ 1/2^D for every i, and since N is an integer marking it follows that

\[ \sum_i f'_i < 1. \]

Multiplying both sides of (6.2) by 2^D, we obtain that if a_i = f'_i * 2^D, then \( \sum a_i < 2^D \).

The following lemma shows that if we are given online a sequence a_1, ..., a_n of powers of 2, such that \( \sum a_i ≤ 2^D \) and a_i ≥ 1, then we can place each a_i in a node v_i of a complete binary tree with 2^D leaves such that the following hold:

1. Node v_i has a_i leaf descendants.
2. Node v_i is not an ancestor of v_j for every i and j.

We label each edge in T going to a left child by 0 and an edge going to a right child by 1. Once placing a_i in v_i, the string s_i is just the concatenation of the labels on the path from the root to v_i. The number of edges on the path from the root to v_i is

\[ D - \log a_i = D - (D + \log f'_i) = [\log(N(v)/N(u_i))] \]

as required.

**Lemma 6.2.** Let a_i = 2^{x_i}, i = 1, ..., n, be a sequence of powers of 2 that arrives online such that \( \sum a_i ≤ 2^D \). Let T be a complete binary tree with 2^D leaves. We can place a_i, when it arrives, in a node v_i \( \in T \) such that v_i has a_i leaf descendants and every pair v_i, v_j is unrelated.

**Proof.** We define a node v to be free if neither of the ancestors of v nor the descendants of v contains an item. We use the following algorithm. When a_i arrives we place it in the leftmost node v such that the following hold:

1. Node v has a_i leaf descendants.
2. Node v is free.

We claim that this algorithm never gets stuck without an appropriate node for a_i. Let R = 2^D - \( \sum_{j=1}^{i-1} a_j \). Note that after placing a_1, ..., a_{i-1} there are R free leaves in T. Let m be the maximum such that 2^m ≤ R. To prove the claim we show that after placing a_1, ..., a_{i-1} there is a free node with at least 2^m leaf descendants. Assume for a contradiction that there is not such a node. Let G be the set of minimal (with respect to depth) free nodes in T. The nodes of G induce a partition of the R free leaves in T where each free leaf is associated with its ancestor in G. The size of each set in the partition is a power of 2. Since the sum of the sizes of the sets is R and there is no set of size greater than 2^m, there must be at least 2 sets of some particular size 2^p, where p < m. Let v_1 and v_2 be the nodes in G which correspond to these two sets. Assume without loss of generality that v_1 is to the left of v_2. Consider the sibling w of v_2. Since v_2 is a minimal free node, w is not free and must have a descendant containing an item a_j, j < i (in particular w \( \neq v_1 \)). Since v_1 is free this contradicts our rule of placing an item in the leftmost free node of the appropriate size.

We summarize what we have just proved in the following theorem.

**Theorem 6.3.** Given an integer marking algorithm we can derive from it an interval labeling scheme with maximum label of length 2[log(N(v))| bits and a prefix
labeling scheme of maximum label of length \(\log(N(v)) + d\) bits, where \(d\) is the depth of the resulting tree.

Consider the simple case when \(\rho = 1\); i.e., the subtree clue of every node \(v\) in fact gives the size of the subtree rooted by \(v\) exactly. In this case if we let \(N(v) = \ell(v) = h(v)\), then we obtain an integer marking. By Theorem 6.3 we can convert this integer marking algorithm to a labeling algorithm using either of the techniques described above. With interval labels we obtain a labeling with maximum label length \(2(\lceil \log(n) \rceil)\), and with prefix labels we obtain a labeling with maximum label length \(\log(n) + d\).

To deal with the more interesting case when \(\rho > 1\) we use the notion of a partial integer marking. A partial integer marking distinguishes between nodes \(v\) such that \(h(v) > c(\rho)\) and nodes \(v\) such that \(h(v) \leq c(\rho)\), where \(c(\rho)\) is a fixed constant that depends only on \(\rho\). We call \(c(\rho)\) the threshold of the partial integer marking. We refer to nodes of the first kind as heavy nodes and nodes of the second kind as light nodes. Note that consistency of the insertion sequence implies that a child of light node must be a light node. A partial integer marking assigns to each node \(v\), when it is inserted into the tree, an integer \(N(v) \geq 1\) such that, at the end of the insertion sequence, for every heavy node \(v\),

\[
N(v) \geq 1 + \sum_{u|v=p(u)} N(u) ,
\]

and for every light node \(v\), \(N(v) = 1\).

Although a partial integer marking relaxes the requirement from the marks of light nodes, we can still derive a labeling algorithm from it with asymptotic label length similar to what we had for integer marking. We obtain this labeling as follows. When a heavy node, or a light node whose parent is heavy, is inserted, we label it with an interval label or a prefix label as defined above for integer marking. Since heavy nodes satisfy (6.3) this labeling is well defined. It covers all heavy nodes and their children. We refer to these labels as the top labels. We still have to define the labels of light nodes with light parents.

Consider a light node \(v\) such that \(p(v)\) is heavy, and let \(T(v)\) be the subtree of light nodes rooted by \(v\). We label each node in such subtree \(T(v)\) (when it arrives) using a simple prefix scheme from section 3 that completely ignores the clues. Let \(u\) be a light node whose parent is also a light node. Let \(a(u)\) be the light ancestor of \(u\) of minimal depth. We label \(u\) with a pair. The first component of this pair is the top label of \(a(u)\). The second component of the pair is a label of \(u\) according to the simple labeling of \(T(a(u))\). It is easy to see that we can assign these labels online.

Notice that the collection of nodes labeled by top labels forms only a subtree. The nodes labeled by pairs are partitioned into a collection of disjoint trees each rooted by a light node whose parent is heavy.

Next we describe the algorithm to answer ancestor queries based on these labels. The proof of its correctness is straightforward. Let \(u\) and \(v\) be two nodes such that we have to decide whether \(u\) is a descendant of \(v\). There are four cases.

1. The label of \(u\) and the label of \(v\) both consist only of top labels. In this case we answer using the query algorithm for the top labels.
2. The label of \(u\) consists only of a top label, and the label of \(v\) is a pair. In this case \(u\) cannot be a descendant of \(v\).
3. The label of \(v\) consists only of a top label, and the label of \(u\) is a pair. We extract the top label part of the label of \(u\). This is the label of the light node whose parent is heavy.

\(\footnote{The root of each of these trees is not labeled by a pair; only the internal nodes are labeled.}\)
ancestor of \( u \) of minimal depth, denoted by \( a(u) \). We use the top label of \( a(u) \) and the top label of \( v \) to determine if \( a(u) \) is a descendant of \( v \) using the query algorithm for top labels. In this case node \( u \) is a descendant of \( v \) if and only if \( a(u) \) is a descendant of \( v \).

4. The label of \( v \) and the label of \( u \) are pairs. In this case for \( u \) to be a descendant of \( v \) the following two conditions have to hold:

1. The top label in the pair of \( u \) should be identical to the top label in the pair of \( v \), which implies that the light ancestor of \( v \) of minimal depth is the same as the light ancestor of \( u \) of minimal depth. Denote this ancestor by \( w \).
2. Node \( u \) is a descendant of \( v \) according to the labeling of \( T(w) \). We determine whether this condition holds using the query algorithm of the labeling of \( T(w) \). The labels of \( u \) and \( v \) in this labeling are the second components of the corresponding pairs.

Clearly the length of the top labels is bounded by \( 2\lceil \log N(r) \rceil \) if we use interval labels and by \( \log N(r) + d \) if we use prefix labels by the same argument as for integer marking. Let \( v \) be a light node whose parent is heavy. Since \( h(v) \leq c(\rho) \), \( T(v) \) contains at most \( c(\rho) \) nodes, so the length of a label of a node in the labeling of \( T(v) \) is \( O(c(\rho)) \) bits. Summing up we obtain that the total length of a label is \( 2\lceil \log N(r) \rceil + c(\rho) \) bits if we use interval labels and \( \log N(r) + d + c(\rho) \) bits if we use prefix labels. We conclude with the following theorem.

**Theorem 6.4.** Given a partial integer marking algorithm with threshold \( c(\rho) \) we can derive from it an interval labeling scheme with maximum label of length \( 2\lceil \log N(r) \rceil + c(\rho) \) bits and a prefix labeling scheme of maximum label of length \( \log(N(r)) + d + c(\rho) \) bits, where \( d \) is the depth of the resulting tree.

7. **Labeling with subtree clues.** We now develop a partial integer marking for a sequence with subtree clues for some \( \rho > 1 \). Let

\[
f(n) = n^{1 + \log_{\frac{\rho}{\sqrt{\rho - 1}}} n}.
\]

We prove the following theorem.

**Theorem 7.1.** Consider a sequence with consistent subtree clues. Let \( c(\rho) = \max\{\frac{\rho^2}{\rho - 1}, 8\rho \ln(8\rho)\} \) be the threshold for heavy nodes. Then the marking \( N(u) = \lfloor f(h(u) - 1) \rfloor + 1 \) for heavy node \( u \) is a partial integer marking.

We start by observing some basic properties of \( f(n) \). Since \( \log_{\frac{\rho}{\sqrt{\rho - 1}}} n \) is nonnegative for \( n \geq 1 \), \( f(n) \) grows faster than a linear function. So for \( n \geq 1 \),

\[
f(n + 1) \geq f(n) + 1.
\]

Another property of \( f \) that we use is specified in the following lemma.

**Lemma 7.2.** For \( n \geq \max\{\frac{\rho^2}{\rho - 1}, 8\rho \ln(8\rho)\} \), and for every \( \rho + 1 \leq k \leq n \), \( f(n) \geq 1 + f(k - 1) + f(n - k) \rho \).

**Proof.** Consider first the function \( g(x) = f(x - 1) + f(n - x) \rho \) for \( x \geq 1 \). Its derivatives are \( g'(x) = f'(x - 1) + \frac{1}{\rho} f'(n - x) \rho \) and \( g''(x) = f''(x - 1) + \frac{2}{\rho} f''(n - x) \rho \). Writing \( f(x) = e^{\log_x(1 + \log_{\frac{\rho}{\sqrt{\rho - 1}}} x)} \) we see that

\[
f'(x) = e^{\log_x(1 + \log_{\frac{\rho}{\sqrt{\rho - 1}}} x)} \left( \frac{1}{x} + \frac{2 \log_{\frac{\rho}{\sqrt{\rho - 1}}} x}{x} \right)
\]
and
\[ f''(x) = e^{\ln(x)(1+\log_{\frac{\rho}{\rho-1}}(x))} \left( \frac{2 \log_{\frac{\rho}{\rho-1}}(x)}{x^2} + \frac{4 \log^2_{\frac{\rho}{\rho-1}}(x)}{x^2} + \frac{2}{\ln(\rho/(\rho-1)) x^2} \right). \]

Clearly \( f''(x) \geq 0 \) for \( x \geq 1 \), and therefore since \( n \geq c(\rho) \geq \frac{e}{\rho-1} \) (so \( n - \frac{n}{\rho} \geq 1 \)) \( g''(x) \geq 0 \) for \( x \in [1, n] \). This implies in particular that \( g(x) \) is convex in the interval \([\rho + 1, n]\), and therefore \( g(n) \) or \( g(\rho + 1) \) is larger than \( g(x) \) for every \( x \in [\rho + 1, n] \).

Now,
\[ g(n) = (n - 1)^{1+\log_{\frac{\rho}{\rho-1}}(n-1)} + \left( n - \frac{n}{\rho} \right)^{1+\log_{\frac{\rho}{\rho-1}}(n-\frac{n}{\rho})} \]

and
\[ g(\rho + 1) = \rho^{1+\log_{\frac{\rho}{\rho-1}}(\rho)} + \left( n - \frac{n}{\rho} + 1 \right)^{1+\log_{\frac{\rho}{\rho-1}}(n-\frac{n}{\rho}+1)} \].

Since \( n - \frac{n}{\rho} \leq n - 1 \), and \( \rho \leq n - \frac{n}{\rho} \) for \( n \geq \frac{e^2}{\rho-1} \), and \( f(x) \) is monotone, we see that \( g(n) \geq g(\rho + 1) \). So to finish the proof we have to show that \( 1 + g(n) \leq f(n) \) or alternatively that \( \frac{1+g(n)}{f(n)} \leq 1 \). Substituting for \( g(n) \) we obtain that
\[
1 + g(n) = 1 + (n - 1)^{1+\log_{\frac{\rho}{\rho-1}}(n-1)} + \left( n - \frac{n}{\rho} \right)^{1+\log_{\frac{\rho}{\rho-1}}(n-\frac{n}{\rho})}.
\]

By dividing both sides by \( f(n) = n^{1+\log_{\frac{\rho}{\rho-1}} n} \) we obtain that
\[
\frac{1 + g(n)}{n^{1+\log_{\frac{\rho}{\rho-1}} n}} \leq \frac{1}{n^{1+\log_{\frac{\rho}{\rho-1}} n}} + 1 - \frac{1}{n}^{1+\log_{\frac{\rho}{\rho-1}}(n-1)} + \frac{1}{n^2}.
\]

We recall the inequality \((1 - \frac{1}{n})^x \leq 1 - \frac{x}{2n}\) which holds for \( x \leq n/2 \), and using it for \( x = 1 + \log_{\frac{\rho}{\rho-1}}(n-1) \) we obtain that
\[
\frac{1 + g(n)}{n^{1+\log_{\frac{\rho}{\rho-1}} n}} \leq \frac{1}{n^{1+\log_{\frac{\rho}{\rho-1}} n}} + 1 - \frac{1}{2n} \left( n - \frac{n}{\rho} - 1 \right) + \frac{1}{n^2}.
\]

Note that indeed \( x = 1 + \log_{\frac{\rho}{\rho-1}}(n-1) \leq n/2 \) for \( n \geq c(\rho) \).

Since \( n \geq \frac{e^2}{\rho-1} \), the first term on the right-hand side is not larger than \( 1/n^2 \) so that
\[
\frac{1 + g(n)}{n^{1+\log_{\frac{\rho}{\rho-1}} n}} \leq 1 - \frac{1}{2n} + \frac{2}{n^2},
\]
and since the right-hand side is smaller than \( 1 \) for \( n \geq 4 \), we obtain that \( 1 + g(n) \leq f(n) \) for \( n \geq c(\rho) \), and the lemma follows. \( \Box \)

\(^4\)To see this note that \( \log_{\frac{\rho}{\rho-1}}(n-1) = \frac{\ln(n-1)}{\ln(\rho/(\rho-1))} \leq \rho \ln(n-1) \), where the last inequality holds since \( \frac{\ln x}{x} \leq \ln(1 + x) \) for all \( x > -1 \). So since for \( n > c(\rho) \), \( n/4 < n/2 - 1 \), it suffices to show that \( \rho \ln(n) \leq n/4 \), which is true for \( n \geq 8\rho \ln(8\rho) \).
From (7.1) we obtain that
\[
[ f(n+1) ] \geq [ f(n) ] + 1,
\]
and from Lemma 7.2 we obtain that for \( n \geq c(\rho) \), and for every \( \rho + 1 \leq k \leq n \),
\[
[ f(n) ] \geq 1 + [ f(k-1) ] + \left[ f \left( n - \frac{k}{\rho} \right) \right].
\]

We now prove Theorem 7.1, by showing that at any time
\[
N(v) \geq 1 + \sum_{\{ u | p(u) = v \}} N(u) + [ f(hrf(v)) ]
\]
for every heavy node \( v \). The proof is by induction on the insertion sequence. When we first insert \( v \),
\( N(v) = [ f(h(v) - 1) ] + 1 \), and \( hrf(v) = h(v) - 1 \), and \( v \) has no children, so (7.5) holds for \( v \). Assume now that (7.5) holds before we insert a new child \( w \) of \( v \). We show that (7.5) continues to hold after this insertion. We denote by \( h \) the value of \( hrf(v) \) before the insertion of \( w \) and by \( h' \) the value of \( hrf(v) \) after the insertion. There are two cases.

Node \( w \) is light. In this case \( N(w) = 1 \) and \( h' + 1 \leq h \). So from (7.3) it follows that
\[
[ f(h) ] \geq [ f(h') ] + 1. \tag{7.6}
\]
So after the insertion \( \sum_{\{ u | p(u) = v \}} N(u) \) increases by 1 but \( [ f(hrf(v)) ] \) decreases by at least 1 so that (7.5) holds after the insertion.

Node \( w \) is heavy. In this case by definition \( N(w) = [ f(h(w) - 1) ] + 1 \). Therefore to show that (7.5) holds after the insertion of \( w \) it suffices to show that
\[
[ f(h(w) - 1) ] + 1 + [ f(h') ] \leq [ f(h) ].
\]
Since \( h' \leq h - h(w)/\rho \), (7.6) holds if
\[
[ f(h(w) - 1) ] + 1 + [ f(h - h(w)/\rho) ] \leq [ f(h) ],
\]
which follows from (7.4) and since \( w \) is heavy.

This concludes the proof of Theorem 7.1. Combining this theorem with Theorem 6.4 we obtain the following theorem.

**Theorem 7.3.** There is a labeling algorithm for sequences with subtree clues that uses labels of length \( O(\log^2(n)) \) bits.

8. Labeling with sibling clues. We now develop a partial integer marking for sequences with sibling clues. Let
\[
f(n) = n^{2/\log(1+1/\rho)}.
\]
We prove the following theorem.

**Theorem 8.1.** Consider a sequence with consistent sibling clues. The integer marking \( N(u) = [ f(h(u) - 1) ] + 1 \) is a partial integer marking with threshold \( c(\rho) = 2\rho^2 \).

First we observe some basic properties of \( f(n) \). Since \( \rho > 1 \), we get that \( \log(1 + 1/\rho) \leq 1 \) and \( f(n) \) in fact grows faster than a quadratic function so that, in particular for \( n \geq 1 \),
\[
f(n + 1) \geq f(n) + 1. \tag{8.1}
\]

Another property of \( f \) that we use is specified in the following lemma.
LEMMA 8.2. Let \( c(\rho) = 2\rho^2 \). For \( n \geq c(\rho) \) and for every \( \rho \leq k \leq \rho n/(\rho + 1) \), \( f(n) \geq 1 + f(k - 1) + f(n - \frac{\rho}{\rho + 1}) \) and \( f(n) \geq 1 + f(k) + f(n - \frac{\rho}{\rho + 1} - 1) \).

Proof. Consider the function \( g_1(x) = f(x - 1) + f(n - \frac{x}{\rho}) \) for \( x \geq 1 \). Its derivatives are \( g_1'(x) = f'(x - 1) - \frac{1}{\rho} f'(n - \frac{x}{\rho}) \) and \( g_1''(x) = f''(x - 1) + \frac{1}{\rho^2} f''(n - \frac{x}{\rho}) \). It is easy to see that \( f''(x) \geq 0 \) for \( x \geq 0 \), and therefore \( g_1''(x) \geq 0 \) for \( x \in [1, \rho n] \). In particular \( g_1''(x) \) is convex in the interval \([\rho, \rho n/(\rho + 1)]\) and obtains its maximum value in this interval at one of its endpoints.

Let \( g_2(x) = f(x) + f(n - \frac{x}{\rho} - 1) \). We can similarly show that \( g_2''(x) \geq 0 \) for \( x \in [0, \rho(n - 1)] \). Since \( \rho n/(\rho + 1) \leq \rho(n - 1) \) for \( n \geq (\rho + 1)/\rho \) (and clearly for \( n \geq 2\rho^2 \geq (\rho + 1)/\rho \)) it follows that for \( n > c(\rho) \), \( g_2''(x) \) is convex in the interval \([\rho, \rho n/(\rho + 1)]\) and therefore obtains its maximum value in this interval at one of its endpoints.

So to complete the proof we have to show that

\[
(8.2) \quad f(n) \geq 1 + g_1(\rho) = 1 + f(\rho - 1) + f(n - 1),
\]

\[
(8.3) \quad f(n) \geq 1 + g_2(\rho) = 1 + f(\rho) + f(n - 2),
\]

\[
(8.4) \quad f(n) \geq 1 + g_1\left(\frac{\rho n}{\rho + 1}\right) = 1 + f\left(\frac{\rho n}{\rho + 1} - 1\right) + f\left(n - \frac{n}{\rho + 1}\right)
\]

and that

\[
(8.5) \quad f(n) \geq 1 + g_2\left(\frac{\rho n}{\rho + 1}\right) = 1 + f\left(\frac{\rho n}{\rho + 1}\right) + f\left(n - \frac{n}{\rho + 1} - 1\right).
\]

To establish (8.2) and (8.3) we show that

\[
(8.6) \quad f(n) \geq 1 + f(\rho) + f(n - 1).
\]

Using the definition of \( f(n) \), (8.6) is equivalent to

\[
n^{2/\log(1 + \frac{1}{\rho})} \geq 1 + \rho^{2/\log(1 + \frac{1}{\rho})} + (n - 1)^{2/\log(1 + \frac{1}{\rho})}.
\]

Dividing both sides by \( \rho^{2/\log(1 + \frac{1}{\rho})} \) we obtain that

\[
(8.7) \quad \left(\frac{n}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} \geq 1 + \left(\frac{n - 1}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} + 1 + \left(\frac{n - 1}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})}.
\]

To establish (8.7) it suffices to show that

\[
(8.8) \quad \left(\frac{n}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} - \left(\frac{n - 1}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} \geq 2.
\]

Now,

\[
\left(\frac{n}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} - \left(\frac{n - 1}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} = \left(\frac{n}{\rho}\right)^{2/\log(1 + \frac{1}{\rho})} \left(1 - \left(\frac{n - 1}{n}\right)^{2/\log(1 + \frac{1}{\rho})}\right)
\]

\[
\geq \frac{n}{\rho^2} \cdot \frac{1}{n}
\]

which is larger than 2 for \( n \geq 2\rho^2 \).
To establish (8.4) and (8.5) we show that

$$f(n) \geq 1 + 2f\left(\frac{\rho n}{\rho + 1}\right).$$

An easy calculation shows that $f(\frac{\rho n}{\rho + 1}) = f(n)/4$. So $1 + 2f(\frac{\rho n}{\rho + 1}) = 1 + f(n)/2$, which is smaller than $f(n)$ since for $n \geq 2$, $f(n)/2 \geq 1$. So (8.9) follows. □

From (8.1) we obtain that

$$|f(n + 1)| \geq |f(n)| + 1,$$

and from Lemma 8.2 we obtain that for $n \geq 2\rho^2$, and for every $\rho \leq k \leq \frac{\rho n}{\rho + 1}$,

$$|f(n)| \geq 1 + |f(k - 1)| + \left\lfloor f\left(n - \frac{k}{\rho}\right)\right\rfloor$$

and

$$|f(n)| \geq 1 + |f(k)| + \left\lfloor f\left(n - \frac{k}{\rho} - 1\right)\right\rfloor.$$

We now prove Theorem 8.1 by proving that at any time

$$N(v) \geq 1 + \sum_{\{u \mid p(u) = v\}} N(u) + |f(h^{rf}(v))|$$

for every heavy node $v$. The proof is by induction on the insertion sequence. When we first insert $v$, $N(v) = |f(h(v) - 1)| + 1$, and $h^{rf}(v) = h(v) - 1$ so that (8.13) holds for $v$ that initially has no children. Assume now that (8.13) holds before we insert a new child $w$ of $v$. We show that (8.13) continues to hold after this insertion. We denote by $h$ the value of $h^{rf}(v)$ before the insertion of $w$ and by $h'$ the value of $h^{rf}(v)$ after the insertion. There are two cases. Note that with consistent sibling clues $h' = \overline{h}(w)$.

**Node $w$ is light.** The argument for this case is the same as the argument for the same case in section 7.

**Node $w$ is heavy.** In this case we have to prove that

$$N(w) + |f(h')| \leq |f(h)|.$$

Substituting the definition of $N(w)$ and $h'$ we obtain that (8.14) is equivalent to

$$1 + |f(h(w) - 1)| + |f(\overline{h}(w))| \leq |f(h)|.$$

From the consistency of the clues it follows that $\ell(w) \geq h(w)/\rho$, and $\overline{h}(w) \leq h - \ell(w) \leq h - h(w)/\rho$. So (8.15) holds if

$$1 + |f(h(w) - 1)| + |f(h - h(w)/\rho)| \leq |f(h)|.$$

If $h(w) \leq \frac{n\rho}{\rho + 1}$, then (8.16) follows from (8.11) since $w$ is heavy.

From the consistency of the clues it also follows that $\overline{\ell}(w) \geq \overline{h}(w)/\rho$, and $h(w) \leq h - \overline{\ell}(w) \leq h - \overline{h}(w)/\rho$. So (8.15) holds if

$$1 + |f(h - h(w)/\rho - 1)| + |f(\overline{h}(w))| \leq |f(h)|.$$

If $h(w) > \frac{n\rho}{\rho + 1}$, then $\ell(w) > \frac{n}{\rho + 1}$, and by the consistency of the clues $\overline{h}(w) \leq n - \frac{n}{\rho + 1} = \frac{n\rho}{\rho + 1}$. So (8.17) follows from (8.12) since $w$ is heavy.
This concludes the proof of Theorem 8.1. Combining Theorem 8.1 with Theorem 6.4 we obtain the following theorem.

**Theorem 8.3.** There is a labeling algorithm for sequences with subtree clues that uses labels of length $O(\log n)$ bits.

9. **Bounded-depth trees.** We now consider labeling with subtree clues when we have an upper bound of $d$ on the depth of the final tree. From $d$ we can derive an upper bound $d(v)$ on the height of node $v$ by subtracting one from the upper bound on the depth of the parent of $v$.

We may assume that $h(v) \geq d(v)$; otherwise we can reduce $d(v)$ and set it to be equal to $h(v)$. Furthermore, we modify the definition of a heavy node in a partial integer marking (see section 6) as follows. A node is heavy if $d(v) \geq c(\rho)$, which clearly implies that $h(v) \geq c(\rho)$. We obtain a labeling from a partial integer marking as in section 6, and Theorem 6.4 still holds.

**Theorem 9.1.** If an upper bound $d$ on the depth of the tree is known in advance, then there is a labeling algorithm for sequences with subtree clues that uses labels of length $O(\log n \log d)$ bits.

So when $d$ is much smaller than $n$ we gain over the bound on the length of the labels in section 7. Our proof follows along the same footsteps of the proof of Theorem 7.1. Let

$$f(n, d) = n(2(d + 1))^{\frac{\log n}{\log \rho^2}} = n^{1+\log \frac{c}{\rho}}(2(d+1)).$$

Theorem 9.1 follows from the following theorem and Theorem 6.4.

**Theorem 9.2.** Consider a sequence with consistent subtree clues. There is a threshold $c(\rho)$ for which $N(u) = \lceil f(h(u) - 1, d(u)) \rceil + 1$ is a partial integer marking.

As in section 7, it is easy to check that, for $n \geq 1$,

$$f(n + 1, d) \geq f(n, d) + 1. \tag{9.1}$$

The following lemma is analogous to Lemma 7.2.

**Lemma 9.3.** There exists a threshold $c(\rho)$ such that for $n \geq c(\rho)$, and for every $\rho + 1 \leq k \leq n$, $f(n, d) \geq 1 + f(k - 1, d - 1) + f(n - \frac{k}{\rho}, d)$.

**Proof.** Consider first the function $g(x) = f(x - 1, d - 1) + f(n - \frac{x}{\rho}, d)$ for $x \geq 1$. Its derivatives with respect to $x$ are $g'(x) = f'(x - 1, d - 1) - \frac{1}{\rho} f''(n - \frac{x}{\rho}, d)$ and $g''(x) = f''(x - 1, d - 1) + \frac{1}{\rho} f''(n - \frac{x}{\rho}, d)$. It is easy to see that $f''(x) \geq 0$ for $x \geq 1$, and therefore $g''(x) \geq 0$ for $x \in [1, \rho n]$. This implies in particular that $g(x)$ is convex in the interval $[\rho + 1, n]$ (we assume that $c(\rho) \geq \rho + 1$ so that $n \geq c(\rho)$), and therefore $g(n)$ or $g(\rho + 1)$ is larger than $g(x)$ for every $x \in [\rho + 1, n]$. Now

$$g(n) = f(n - 1, d - 1) + f\left(\frac{\rho - 1}{\rho}, n, d\right)$$

$$= (n - 1)^{1+\log \frac{c}{\rho}}(2d) + \left(\frac{\rho - 1}{\rho}\right)^{1+\log \frac{c}{\rho}}(2d+1)$$

and

$$g(\rho + 1) = f(\rho, d - 1) + f\left(\frac{n - \rho + 1}{\rho}, d\right)$$

$$= \rho^{1+\log \frac{c}{\rho}}(2d) + \left(\frac{n - \rho + 1}{\rho}\right)^{1+\log \frac{c}{\rho}}(2d+1).$$
To prove that $1 + g(\rho + 1) \leq f(n, d)$ we have to show that

$$
1 + \rho \frac{1}{\rho - 1} (2d) + \left( n - \frac{\rho + 1}{\rho} \right) \frac{1}{\rho - 1} (2(d + 1)) \leq n \frac{1}{\rho - 1} (2(d + 1)).
$$

Equation (9.2) is equivalent to

$$
1 + \frac{1}{\rho - 1} (2d) \leq n \frac{1}{\rho - 1} (2(d + 1)) - \left( n - \frac{\rho + 1}{\rho} \right) \frac{1}{\rho - 1} (2(d + 1)).
$$

The right-hand side is larger than

$$
n \frac{1}{\rho - 1} (2(d + 1)) - (n - 1) \frac{1}{\rho - 1} (2(d + 1)),
$$

which, by using the binomial expansion of the second term, is larger than

$$
\frac{1 + \log \frac{\rho}{\rho - 1} (2(d + 1))}{2} n \log \frac{\rho}{\rho - 1} (2d).
$$

Reducing this further by replacing $d + 1$ by $d$, we obtain that to establish (9.2) it is sufficient to show that

$$
1 + \frac{1}{\rho - 1} (2d) \leq \frac{1 + \log \frac{\rho}{\rho - 1} (2d)}{2} n \log \frac{\rho}{\rho - 1} (2d).
$$

It is easy to verify that this inequality holds if we pick $c(\rho) = \max\{\rho^2 + 1, \frac{\rho}{\rho - 1}\}$ so that in particular $2d \geq \frac{\rho}{\rho - 1}$ and $n \geq \rho^2 + 1$.

To prove that $1 + g(n) \leq f(n, d)$ we have to show that

$$
1 + f(n - 1, d - 1) + f \left( \frac{\rho - 1}{\rho} n, d \right) \leq f(n, d).
$$

To show this notice that

$$
f \left( \frac{\rho - 1}{\rho} n, d \right) = \frac{\rho - 1}{\rho} \frac{1}{2(d + 1)} f(n, d).
$$

Substituting $f(n, d) = 2(d + 1) \frac{\rho}{\rho - 1} f(\frac{\rho - 1}{\rho} n, d)$ and $f(n - 1, d - 1) = 2d \frac{\rho}{\rho - 1} f(\frac{\rho - 1}{\rho} n - 1, d - 1)$ in (9.3) we obtain

$$
1 + 2d \frac{\rho}{\rho - 1} f \left( \frac{\rho - 1}{\rho} (n - 1), d - 1 \right) + f \left( \frac{\rho - 1}{\rho} n, d \right) \leq 2(d + 1) \frac{\rho}{\rho - 1} f \left( \frac{\rho - 1}{\rho} n - 1, d \right).
$$

Equation (9.4) holds since $f(\frac{\rho - 1}{\rho} n, d) \geq 1$ for $n \geq \frac{\rho}{\rho - 1}$. □

As in section 7 from (9.1) we obtain that

$$
[f(n + 1, d)] \geq [f(n, d)] + 1,
$$

and from Lemma 9.3 we obtain that for $n \geq c(\rho) = \max\{\rho^2 + 1, \frac{\rho}{\rho - 1}\}$, and every $\rho + 1 \leq k \leq n$,

$$
[f(n, d)] \geq 1 + [f(k - 1, d - 1)] + \left[ f \left( n - \frac{k}{d}, d \right) \right].
$$

The rest of the proof of Theorem 9.2 is by induction on the insertion sequence as in the proof of Theorem 7.1.
10. Coping with wrong estimates. In this section we explain how the interval and prefix labeling schemes presented in the previous sections can be extended to cope with inconsistent estimates. As we discussed in section 4.1 we can truncate the clues online to make them at least partially consistent. However, this is not always possible, as ranges may become empty. Furthermore, by truncating new clues we implicitly prefer earlier estimates, whereas it may be that the more recent clues are correct but the older ones were wrong.

How to deal with inconsistent clues may be application dependent. The point which we make in this section is that our labeling schemes are flexible enough so that when inconsistency is detected we can still keep labeling and do not have to immediately relabel already labeled nodes. We loosen the guarantees on the length of the labels, but the labeling remains correct. Clearly, the problem is when ranges are underestimated.

Range labeling and inconsistent clues. Recall the interval labeling algorithm from section 6. It uses an integer marking derived from the clue. A node \( v \) with mark \( N(v) \) is assigned an interval \([r_1(v), r_2(v)]\) of length \( N(v) \) within the range of \( p(v) \). Since \( \sum_{u \mid v = p(u)} N(u) < N(v) \), as long as labels are consistent, \( r_2(v) \) is not used as the right-hand side of an interval assigned to a child of \( v \).

In case of incorrect clues we may have to insert a child \( u \) of \( v \) when there is no more space within the range of \( v \) for the range of \( u \). In this case we use range labels of the form \([r_2(v) \cdot x_1, r_2(v) \cdot x_2]\), where \( x_1 \leq x_2 \). That is, we add low order bits to the binary encoding of \( r_2(v) \) and use them to define a range for \( u \). All endpoints of labels of future descendants of \( u \) will start with \( r_2(v) \). We can use any labeling scheme to derive these low order bits. In particular we can derive these bits by restarting the same labeling scheme based on integer marking as if \( u \) is the root. If later more children of \( v \) arrive and the newly allocated bits do not suffice, we further add more low order bits.

We do not have to separate between these new bits that encode \( x_1 \) and \( x_2 \) from the bits encoding \( r_2(v) \). For the decoding to work properly when we do not separate the bits, we think of the left endpoint of each interval as padded with an infinite sequence of 0's and the right endpoint of each interval as padded with an infinite sequence of 1's. We compare endpoints by the lexicographic order of binary strings.

Prefix labeling and inconsistent clues. Recall the prefix labeling scheme of section 6. We use a prefix-free set of strings, corresponding to paths in a complete binary tree \( T \) of depth \( D \), to label the children of each node \( v \). Each child \( u_i \) of \( v \) is associated with a power of two denoted by \( a_i \) based on its mark. Then we find a subtree of \( T \) with \( a_i \) leaves which are unassigned. The path \( s_i \) to the root of this subtree is the label we give to \( u_i \).

We proved in Lemma 6.2 that if \( \sum_i a_i \leq D \), we can always find an empty subtree of the appropriate size. Furthermore, in our case, as long as clues are correct we even have that \( \sum_i a_i < D \). So there is always a string \( s \) that together with the strings \( s_i \) already assigned to children of \( v \) forms a prefix-free collection of strings.

If the clues are incorrect, then when a child \( u \) of \( v \) is inserted we may not have a subtree of \( T \) of the appropriate size. In such a case we use the remaining string \( s \) to label \( u \) and further descendants of \( v \), as in one of the simple prefix labeling schemes of section 3. Within the subtree rooted by \( u \) we can restart a labeling scheme based on integer marking where we concatenate each label produced by this scheme to \( s \).

It should be noted that the more inconsistent the estimates get, the longer the labels may be (up to \( O(n) \) in the worst case). A related interesting open question
is the design of optimal labeling schemes when clues are provided as distribution functions.

11. Conclusion and related work. One can design labeling schemes in a static or a dynamic setting. The static setting, where the full structure of the tree is known in advance, has been the focus of several previous works [3, 4, 27, 15, 10]. The best proposed schemes use labels of length $\log n + o(\log n)$ bits, and there is a matching lower bound of $\log n$ on the maximum label length of any such labeling scheme. None of these schemes, however, is suitable for a dynamic setting where the trees undergo changes through time.

The problem of designing a persistent labeling scheme for identifying nodes in a sequence of versions of an XML file has been studied by Marian et al. [13], who suggested a scheme based on an inorder traversal of the original tree and the new inserted subtrees, with a relatively low storage overhead. Their labels, however, do not contain ancestor information and hence cannot be used for structural queries by a full text indexing mechanism. Marian et al. [13] raised in their paper the question of whether an efficient persistent labeling scheme for multiple versions that also contains ancestor information is possible.

This question is addressed by the present paper. We modeled, analyzed, and obtained tight bounds for dynamic labeling of trees when the insertion sequence is accompanied with different levels of additional information. The bounds we obtained are summarized in Table 11.1.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Static no clues</th>
<th>Dynamic subtree clues</th>
<th>sibling clues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bounds</td>
<td>$\Theta(\log n)$</td>
<td>$\Theta(n)$</td>
<td>$\Theta(\log^* n)$</td>
</tr>
</tbody>
</table>

Often we would like to be able to test whether node $u$ is the parent of node $v$ in the tree $T$ rather than just an ancestor. One could do that (with our labels as well) by attaching the depth of $v$ to the label of $v$ in the tree. Then a node $v$ is a parent of a node $u$ if and only if the labels of $v$ and $u$ indicate that $v$ is an ancestor of $u$, and the depth of $v$ is one smaller than the depth of $u$. (For more on labeling for parent queries see [5, 9, 10].)

Following our work, several alternative proposals of dynamic labeling schemes for XML trees have been published. The goal of these schemes was to encode in the labels information about some linear order of the tree in addition to ancestor relationships. (This order is typically an inorder, or the order of the nodes in the file which stores the tree.) Using these schemes one can, from the labels of nodes $v$ and $u$, determine whether $v$ precedes $u$ in, say, an inorder traversal of the tree, in addition to whether $v$ is an ancestor of $u$. Naturally, the lower bounds we presented here apply for these more general labels.

We briefly review some of these labeling schemes. The integer-based prefix labeling scheme [17], called the Dewey labeling scheme, assigns the integer $i$ to the $i$th child of a node. The label of a node is the string obtained by concatenating the integers assigned to all its ancestors. A delimiter is used to separate the integers while concatenating to remove ambiguities. Dewey labels contain much more information than ancestor and parent relations. For example we can determine whether two nodes are siblings, and we can determine the label of the lowest common ancestor of two nodes.
Furthermore, the lexicographic order of these labels is consistent with the order of the nodes in the file. If we want to maintain Dewey labels such that the $i$th child is labeled $i$ (note that this is not necessary for ancestor relations), then an insertion of a new node may require extensive relabeling. Several papers suggested dynamic schemes related to Dewey that try to alleviate the penalty of relabeling. One such scheme is ORDPATH \cite{14}, and a more recent one is DDE \cite{24}.

Wu, Lee, and Hsu \cite{22} propose a prefix labeling scheme based on prime numbers. In this labeling scheme, each node is assigned a prime number and the label of a node is the product of all prime numbers assigned to its ancestors. Checking for an ancestor-descendant relationship between two nodes amounts to determining if the label of the descendant is divisible by the label of the ancestor.

Li and Ling \cite{11} and Li, Ling, and Hu \cite{12} show how to assign a codeword to each item in a linear order such that the following hold:

1. The lexicographic order between codewords is consistent with the linear order. That is, if $v$ precedes $u$, then the codeword of $v$ is lexicographically smaller than the codeword of $u$.
2. We can add an item anywhere in the order and assign a codeword to it without changing the codewords of other items.

They use a quaternary alphabet in \cite{11} and a binary alphabet in \cite{12}. A central feature of these encodings is that the lexicographic order (rather than numerical order) of codewords corresponds to the linear order of the items. This allows the insertion of a codeword between two existing codewords by using a longer codeword. For example, the codeword 1101 can be inserted between two codewords 11 and 111 without disturbing other existing codewords.

Li and Ling \cite{11} and Li, Ling, and Hu \cite{12} applied such an encoding scheme to the order sensitive components of a labeling scheme to make it dynamic. For example one can use such an encoding to label the leaves when using the simple interval scheme (see section 1). This allows one to add a leaf without any change in existing labels.

Complementary to these works, Silberstein et al. \cite{16} present two I/O-efficient data structures to maintain labels of large and dynamic XML documents. The two data structures, W-BOX (Weight-balanced B-tree for Ordering XML) and B-BOX (Back-linked B-tree for ordering XML), are B-tree based data structures which organize the labels for efficient updates. Their techniques are general and can be incorporated into any labeling scheme.
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